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SUMMARY

Due to the advanced coding schemes utilized in DVB-S2, new receivers have to function at unprecedented
low SNR. From the perspective of synchronization, the major challenges are frame synchronization and
carrier recovery. The challenge for frame synchronization arises from the fact that the frames of LDPC are
rather long, up to 32 400 symbols, and there is no built-in structure in the LDPC to facilitate frame
synchronization. Carrier recovery becomes a major challenge due to the requirement to retain the current
outdoor equipment. This implies that the receivers have to work with the same phase noise as specified for
the first generation DVB-S, which uses only QPSK modulation. DVB-S2 needs to support QPSK at much
lower signal to noise ratios (SNR) and other higher order modulation schemes at about the same SNR of
DVB-S.
In this paper, we will describe the solutions to frame synchronization and carrier recovery. Low

overhead rapid frame synchronization is achieved by utilizing the physical layer signalling code. Robust
carrier recovery is aided by the aggregated pilot structure. The design considerations for the pilot structure
and the implementation tradeoffs of the carrier recovery schemes are addressed. Copyright # 2004 John
Wiley & Sons, Ltd.
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1. INTRODUCTION

Second generation digital video broadcasting (DVB-S2) via satellites has been standardized
recently [1]. The new channel coding schemes adopted by DVB-S2, namely the low-density
parity check (LDPC) codes, impose more stringent requirement on the new receivers since they
have to work at much lower signal to noise ratio (SNR) vis- "aa-vis the first generation DVB-S. It
took a lot of efforts for the standard committee to finalize the frame and pilot structure for
synchronization purposes. In this paper, we present the design considerations on the structures
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for frame synchronization and carrier recovery. We further describe efficient algorithms to
utilize these structures to achieve rapid and robust synchronization.

Even before the coding scheme was finalized, it has been widely realized that two major
difficulties in receiver synchronization are frame synchronization and carrier recovery. The first
and foremost reason is that the receivers need to operate at rather low SNR, as low as �2 dB
ðEs=N0Þ: Besides low SNR, frame synchronization and carrier recovery have other constraints
preventing system designers from leveraging any known techniques.

Since LDPC code is a block code, the block (frame) has to be first synchronized before the
decoder can proceed to recover the information. In order to approach Shannon capacity, the
code adopted by DVB-S2 is rather long. For QPSK modulation, the code can be as long as
32 400 symbols.} Clearly, the longer the code, the more difficult the frame synchronization
becomes. Furthermore, DVB-S2 supports different modulation schemes ranging from QPSK to
32-APSK. It is assumed that the receivers have no priori knowledge on which of the modulation
schemes is used. Such knowledge can be gained only after the frame synchronization is achieved
by analyzing the physical layer signalling information. It implies that the receivers cannot
estimate many physical layer impairments such as carrier frequency offset (due to lack of
information on modulation) before the frame synchronization is acquired. This, in turn, means
that the frame synchronization has to be accomplished without the removal of frequency offset,
which can be up to 25% of the symbol rate. In addition, there is no built-in structure in the
LDPC to facilitate the frame synchronization. For broadcasting applications, channel switching
time, a function of the frame acquisition time, directly affects the viewing experience of an end
user.

In terms of carrier recovery, the major impairments are frequency offset and phase noise. As
one of the most successful standards in the telecommunication industry, DVB-S enjoys a large
installation base. It is clear that system operators would like to preserve their investment as
much as possible. One economic way to upgrade end-user equipment from DVB-S to DVB-S2 is
to retain the outdoor units and replace the DVB-S set-top boxes with the new hybrid DVB-S2/
DVB-S set-top boxes. However, current phase noise specification of the low noise block-
downconverter (LNB) is based on the performance requirement for QPSK modulation with less
powerful coding, thus higher SNR. Figure 1 shows the single-sided DVB-S/S2 phase noise mask.
One distinguished feature of DVB-S2 is to support higher order modulation schemes such as 8-
PSK, 16-APSK and 32-APSK. In particular, 8-PSK modulation is of special interest to current
system operators since the current spacecrafts supporting DVB-S have sufficient power to
support DVB-S2 with 8-PSK modulation. However, with traditional carrier recovery
techniques, it is impossible to maintain carrier synchronization at such low SNR for high
order modulation. As an example, Figure 2 shows a scatter plot of 8-PSK modulation at
Es=N0 ¼ 6:6 dB; the operating threshold of the DVB-S2 8-PSK rate 2

3
code. The plot does not

show any significant concentration around the signal constellation, indicating that conventional
decision feedback tracking loops will not be able to function properly.

In order to facilitate rapid frame synchronization, the DVB-S2 standard embeds a structure
into the physical layer signalling code to realize a rapid frame synchronization strategy [2]. This
structure does not compromise the error correction capability of the code. The code is in fact an

}The earlier version of DVB-S2 actually includes BPSK, which is replaced by QPSK modulation except in the lower
layer of hierarchical modulation. In this paper, we retain some of the performance data for BPSK for illustration.
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Figure 1. DVB-S2 phase noise specification.

Figure 2. 8-PSK scatter plot with the specified phase noise at Es=N0 ¼ 6:6 dB:
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optimal error correction code. As an additional benefit, the embedded structure largely
simplifies the maximum likelihood (ML) decoding of the physical layer signalling code.

Generally speaking, carrier recovery can always be achieved with sufficient amount of pilot
symbols. Obviously, the design goal is to minimize the total loss, i.e. the sum of pilot overhead
and the performance loss due to imperfect synchronization. It turns out that most of the modes
do not need pilot for synchronization at all. Since a receiver has to implement many different
modes with different modulation schemes and pilot structures, it is important to maximize the
commonalities among synchronization algorithms for different modes. The DVB-S2 pilot
structure achieves this goal. At the meantime, the performance loss due to imperfect
synchronization is negligible.

The rest of the paper is organized as follows. Section 2 introduces the structure of the physical
layer signalling code and its applicability to accelerate frame synchronization. Section 3 presents
the frame synchronization algorithms and their performance. Section 4 presents the pilot
structure and the major considerations and tradeoff for carrier recovery. Section 5 gives major
performance benchmarks of the carrier recovery. We conclude the paper in Section 6 with some
final remarks.

2. STRUCTURED PLSC FOR FRAME SYNCHRONIZATION

Figure 3 illustrates the general structure of DVB-S2 physical layer frames. Each LDPC coded
block is preceded by the start of frame (SOF) and the physical layer signalling code (PLSC).
SOF is a known 26-symbol pattern. PLSC is a 64-symbol linear binary code, which conveys
seven bits of information with a minimum distance 32. In total, SOF and PLSC occupy one slot
(90 symbols). Independent from the modulation scheme of the LDPC coded block that follows,
these fields are modulated by p=2-BPSK modulation to reduce the envelope fluctuation in
comparison with the classic BPSK scheme. p=2-BPSK modulation rotates the signal
constellation 908 for every symbol. The seven bits carried by the PLSC inform receivers the
modulation scheme, code rate, pilot configuration, and the length of the LDPC coded data. In
the broadcasting mode, the length of LDPC codes is 64 800 coded bits regardless of code rates
and modulation schemes. In the adaptive coding and modulation (ACM) mode, LDPC codes of
length 16 200 can also be used. Once frame and phase synchronization are acquired, the
probability of incorrectly decoding the PLSC is negligible. As long as the PLSC is correctly
decoded, the next SOF can be located and the frame synchronization can be maintained. In the
broadcasting mode, since the modulation and coding scheme will not change for the data stream
from a single transponder, maintaining frame synchronization does not require the correct
decoding of PLSC. Instead, frame synchronization can be maintained as long as the symbol
timing loop is in lock. In both cases, it is a valid assumption that the frame synchronization can
be maintained after it is initially acquired. Therefore, we will focus on the initial frame
synchronization.

LDPC coded frameSOF PLSC

Figure 3. Frame structure of DVB-S2.
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Extensive analysis shows that SOF is too short to provide reliable and rapid frame
synchronization [3–5]. It was also pointed out that the ML decoding of the PLSC is too
complicated [4]. This motivates us to investigate alternative approach without increasing the
overhead. Given that PLSC is a rather low rate code, it is natural to consider to embed certain
structures into this code to assist the initial frame synchronization. There are many ways to
construct a linear code of parameters [64,7,32]. For instance, it can be constructed as an
extended BCH code, the dual of an extended Hamming code, an extended maximum length
code, or a first-order Reed-Muller code [6]. In the sequel, we will present yet another
construction that is particularly useful for rapid frame synchronization and efficient ML
decoding.

The construction utilizes the first-order Reed-Muller code of parameters [32,6,16]. One
exemplary generator matrix for [32,6,16] Reed-Muller code is shown in (1).

01010101010101010101010101010101

00110011001100110011001100110011

00001111000011110000111100001111

00000000111111110000000011111111

00000000000000001111111111111111

11111111111111111111111111111111

ð1Þ

The generator matrix can be constructed recursively by the well-known jujuþ vj construction [6].
This notation indicates how to use two codes of length n to construct a code of length 2n; i.e. u
and v are drawn from each of the component codes, respectively. In the case of a first-order
Reed-Muller code, v uses the trivial linear code 0 and 1, the all-one and all-zero vectors of length
n; as codewords, and u belongs to a first-order Reed-Muller code of length n:

The formulation of a PLSC codeword is shown in Figure 4. For every seven information bits,
we encode the first six bits by the [32,6,16] first-order Reed-Muller code to obtain a binary
vector Y. The vector Y is further duplicated into two identical vector. Every bit at the lower
branch is binary summed with the seventh information bit. The upper and the lower branches
are multiplexed bit by bit to form a vector of length 64. The mathematical formulation of the
construction is as follows. Let Y ¼ ðy0; y1; . . . ; y31Þ be a codeword of the first-order Reed-Muller
code ½32; 6; 16�: Then two codewords of the [64,7,32] code (defined as Z ¼ ðz0; z1; . . . ; z63Þ) can be
generated as ðy0; y0; y1; y1; . . . ;y31; y31Þ and ðy0; %yy0; y1; %yy1; . . . ; y31; %yy31Þ; respectively, where %yy

Y 2:1

the seventh bit

coded by the first six bits

Figure 4. Construction of PLSC.
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represents the binary complement of y: Instead of bit by bit multiplexing the upper and lower
vector, if the two vectors were cascaded together, it would have resulted in the jujuþ vj
construction of the first-order Reed-Muller code of parameters ½64; 7; 32�: This shows that the
PLSC constructed in such a way is actually an interleaved first-order Reed-Muller code of
parameters ½64; 7; 32�; which leads to the following statement.

The code as constructed in Figure 4 is a binary linear code of parameters [64,7,32].
Therefore, it is an optimal code.

A very useful property of the code for frame synchronization is that z2i � z2iþ1 is constant for
i ¼ 0; 1; . . . ; 31: With the p=2 BPSK modulation, z2i maps to �1 and z2iþ1 maps to �i:
Therefore, in the modulated domain, the differential z2iz

n
2iþ1 is equal to a constant.

As previously mentioned, the frequency offset during the initial acquisition can be as large as
25% of the symbol rate per DVB-S2 requirement, which implies that carrier phase can rotate up
to 908 in one symbol interval. There are only two options in such a scenario: frequency offset
resistant non-coherent differential detection or searching through multiple hypothesis. The latter
is clearly less preferred since it takes much longer time to acquire, up to 2 s; based on the
analysis of Reference [4]. That is too long for antenna pointing. The property of differential
constantness of the PLSC is bound to be useful for differential detection. In fact, as long as the
differential is a priori knowledge, receivers can take advantage of it. For this reason, we are able
to further scramble the codeword of PLSC to improve the autocorrelation property. The specific
sequence used for the scrambling is as follows.

0111000110011101100000111100100101010011010000100010110111111010

The scrambling sequence is essentially just an extended m-sequence. In the following section, we
will present algorithms for rapid frame synchronization by utilizing SOF and PLSC.

3. FRAME SYNCHRONIZATION ALGORITHMS AND THEIR PERFORMANCE

Figure 5 illustrates scheme to correlate on both the SOF and PLSC differentially. The shift
register in the circuit can be partitioned into two parts. The first part is associated with SOF, and
the second part is associated with PLSC. There are in total 57 taps associated with the 89
registers. In the first part, there are 25 of them associated with the differential of SOF. In the
second part, there are 32 nonzero taps associated with PLSC since only 32 out of the 64
differentials are known. The taps associated with the shift register for computing the correlation
can be obtained as follows. First set all the registers to zero, then shift the modulated SOF and a
modulated and scrambled codeword of PLSC into the circuit. Once the rightmost register
becomes non-zero, the tap associated with a register is just the complex conjugate of the content
of the corresponding register. Given that the modulated SOF and PLSC take only �1;�i; the
taps only take these four possible values as well. Clearly these are trivial multiplication from
implementation point of view.

When used for frame synchronization, the incoming signal arriving at the correlator is
sampled at one sample per symbol. It is first differentially correlated with the delayed sample.
The differentially correlated samples are sequentially shifted into a shift register of length 89:
The contents of the shift register are multiplied with the taps. The first 25 and the last 32 values
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at the output of the multipliers are separately summed together. The outputs of the two
summers are, respectively, added and subtracted to produce two values. The maximum of the
absolute values of the two values is the final output of this correlation circuit.

The output will be further processed by a peak search algorithm. The conventional approach
is to compare the output of the correlator with a predetermined threshold. If the value is larger
than the threshold, it is declared that a preliminary frame synchronization has been achieved. It
will proceed with post verification. The threshold is designed to balance the probabilities of
missed detection and false alarm. Performance of such threshold detection has been studied [3].
It is quite sensitive to the threshold setting.

In the following, we will present an algorithm that is not based on the threshold detection and
offers significantly better performance than the conventional threshold detector. It is well known
that a DVB receiver only tunes into the transponders that are known to carry broadcasting
programs. The first transponder to be tuned in upon cold start is typically fixed. Subsequently,
transponders to be tuned into are given by network information table (NIT). This means that
the intended signals are guaranteed to exist. This simple property can be taken into
consideration in the detection to eliminate the need to balance the probabilities of missed
detection and false alarm. Instead, a simple peak search within a prescribed window will be
used.

Clearly by using a peak search, we need to make sure that the search window is big enough to
have at least one SOF and PLSC. From performance perspective, it should be as small as
possible. Without knowing the particular modulation and coding scheme, a receiver does not

From
Channel

D

conj

D D D D D D D

summer summer

max of the absolute value

To peak
detector

32 coef. PLSC 25 coef. SOF

Figure 5. Differential detection of the SOF and PLSC.

Copyright # 2004 John Wiley & Sons, Ltd. Int. J. Satell. Commun. Network. 2004; 22:319–339

FRAME SYNCHRONIZATION 325



know how often the SOF and PLSC appear. The search window depends on the lowest order of
modulation scheme. For instance, if QPSK is the lowest order modulation, L should be equal to
32400þ 90:

Figure 6 shows the proposed peak search diagram. In Figure 6, L is the length of the search
window. It is possible that there are multiple SOFs and PLSCs in each block of L symbols. The
location in each block with the maximum peak is declared as a candidate. The post verification
circuit will decode the PLSC. Based on the decoded PLSC, it derives the location of next SOF
and PLSC. If the correlation at the next SOF and PLSC is of sufficient strength, it will pass the
post verification and the receiver will declare a successful frame synchronization. Otherwise, the
receiver will proceed to check the next candidate. The post verification can be performed in
either a parallel or serial manner, representing the tradeoff between implementation complexity
and acquisition speed.

Extensive computer simulations have been performed. Tables I and II summarize the mean
time and the time with 99.9% confidence to acquire frame synchronization. BPSK and QPSK
are particularly interesting since they require the least SNR, respectively, for the non-

Table I. Mean time to acquire frame synchronization.

Method Modulation Es=N0 (dB) Time to acquire (ms)

SOF only BPSK �2 134
SOF+PLSC BPSK �2 21.7
SOF+PLSC QPSK 0.7 3.53

Table II. Time with 99.9% confidence to acquire frame synchronization.

Method Modulation Es=N0 (dB) Time to acquire (ms)

SOF only BPSK �2 912
SOF+PLSC BPSK �2 138
SOF+PLSC QPSK 0.7 9.6

L L L

candidate 1

candidate 2

candidate 3

...........

........

peak location
of resp. block

from the
correlator

Figure 6. Peak detector: peak within each window of length L is located.
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broadcasting and broadcasting modes, i.e. the worst-case scenarios in terms of frame
synchronization. From the tables, it becomes clear that by utilizing the PLSC, significant
performance improvements can be obtained.

We would like to point out that the ML decoding of PLSC is rather simple. There are two
possible approaches. The first approach takes advantage of the fact that PLSC is actually an
interleaved first-order Reed-Muller code of length 64. Deinterleaving the received vector results
in a codeword of first-order Reed-Muller code. It is well known that fast Hadamard transform
(FHT) can be used to efficiently decode such a code. The second approach follows the
observation that the final comparison in Figure 5 actually decodes the seventh information bits.
After the seventh bit is decoded, we can coherently sum the two adjacent received samples,
obtaining a vector of 32, which can be decoded by FHT of length 32.

4. PILOT STRUCTURE AND DESIGN CONSIDERATIONS OF CARRIER RECOVERY

The design goal of DVB-S2 carrier recovery scheme is to deliver channel outputs reliably
to the LDPC decoder at very low SNR with small synchronization overhead. The design
objectives include:

* Negligible LDPC decoding performance loss due to carrier synchronization impairment
(less than 0.1–0:3 dB for most modes);

* Capable of working at extremely low SNR, as low as Es=N0 ¼ �2:0 dB;
* Capable of acquiring large carrier frequency offset (up to 5 MHz) with a 30 KHz=s ramp;
* Robust to LNB phase noise characteristics specified by DVB-S which works at higher SNR

and allows more implementation margin;
* Rapid initial acquisition;
* Simple implementation.

As mentioned earlier, the DVB-S2 phase noise spec is rather tight due to the desire to reuse the
millions of LNBs that have been deployed for DVB-S set-top boxes. The major challenge for
carrier recovery is to handle severe phase noise and large frequency offset at low SNR. In order
to achieve negligible overall performance loss in terms of the MPEG packet error rate (PER)
from LDPC decoder, the receiver designers have to pay closer attention to such performance
metrics as cycle-slip rate [7–9], and probability distribution of phase tracking, rather than just
the mean values, e.g. the root mean squared (RMS) error at the output of phase tracking loops.
This is due to the fact that the LDPC PER curve is so steep that a small probability of cycle slip
would cause an error floor.

Unlike DVB-S that supports only QPSK modulation, DVB-S2 supports several modulation
schemes, such as QPSK, 8-PSK, 16-APSK, and 32-APSK. In order to expedite carrier recovery,
for each modulation type, the standard allows two operating modes: pilotless and pilot, where
pilot symbols are inserted to aid carrier synchronization. It is the responsibility of the system
operators to choose the operating mode. The set-top boxes are informed of the pilot
configuration from the PLSC residing in the PLHEADER. Table III shows the minimal Es=N0

to achieve QEF PER for several modes for AWGN channel. Thorough investigations show
that even with the tough phase noise spec, only a handful of modes, namely 8-PSK rate 2/3,
16-APSK rate 2/3 and 3/4, and 32-APSK rate 3/4, need pilot assistance for carrier recovery.
Clearly, for most high rate codes, their operating SNRs are sufficiently high such that traditional
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second order phase locked loop (PLL) should suffice. Therefore, when implementation
complexity is concerned, a generic carrier recovery strategy that is suitable for all the
modulation schemes with/without pilots is desired.

Based on these observations, we proposed the following aggregated pilot structure which was
eventually adopted by DVB-S2. Each LDPC coded frame is preceded with one slot (90 symbols)
PLHEADER containing the SOF and PLSC. Afterward, 36 pilot symbols follow every 16-slot
coded data symbols. If the pilot symbols coincide with the PLHEADER of the following frame,
they will not be inserted. We will show later that this pilot structure is a good balance between
the synchronization overhead and performance. Figure 7 shows an example of the pilot
structure, which is for 8-PSK modulation. In the sequel, the term ‘pilot symbols’ refers to both
the 90-symbol PLHEADER and the training pilots if any, unless mentioned otherwise.

The aggregated pilot structure makes it feasible for a receiver to accommodate all the
modulation schemes under both pilot and pilotless modes in a uniformed manner, which is
elaborated as follows.

1. Carrier frequency is acquired through a two-step procedure: coarse estimation and fine
tuning (including tracking). The coarse frequency estimate is obtained by a feed-forward
estimator that works only on the pilot symbols. In the fine tuning stage, the frequency
estimation is achieved by another feed-forward estimator that works only on the pilot
symbols in the pilot mode, or by a simple frequency estimator using both the modulated
data and pilot.

2. Unlike conventional continuous mode receivers that usually operate in a continuous way
and ignore the frame structure of transmit data, the new DVB-S2 receiver tracks the carrier
phase of received data on a segment by segment basis, which is more like a burst mode
modem. More specifically, the segment can be a 16-slot coded data segment in the pilot

Table III. Es=N0 performance at quasi error free (QEF) PER ¼ 10�7

for 64 800-bit frames in AWGN channel.

Mode Spectral efficiency (bits/symbol) Ideal Es=N0 (dB)

BPSK 1/2 0.495114 �2.00
QPSK 1/2 0.988857 1.00
QPSK 2/3 1.322251 3.10
8-PSK 2/3 1.980633 6.62
8-PSK 3/4 2.228122 7.91
8-PSK 5/6 2.478560 9.35
16-APSK 2/3 2.637197 8.97
16-APSK 3/4 2.966726 10.21
32-APSK 3/4 3.703293 12.73
32-APSK 4/5 3.951568 13.64

PLHEADER

1 slot

code seg 0

16 slots

UW1

36 syms

code seg 1 UW2 code seg 13 UW14 code seg 14

Figure 7. Pilot structure for 8-PSK modulation, where UWs (unique words) refer to pilot symbols.
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mode or a whole LDPC frame in the pilotless mode. The phase tracking loop is
reinitialized with the phase estimates obtained from the pilot symbols for each segment,
making its operation independent from other segments and preventing any error
propagation. Therefore, the block processing eliminates the impact of traditional cycle
slips. From phase tracking perspective, the only difference between different modulation
schemes is the phase error detector used in the phase tracking loop.

The overall carrier synchronization flow is shown in Figure 8. The data-aided frequency
estimators are independent of modulation schemes and feed-forward, thus always stable. They
work very well with large frequency offset (up to 25% symbol rate) under extremely low SNR
(as low as �2 dB). It takes the coarse frequency estimator less than 20 frames to bring the
frequency offset from 25% to less than 10�4; and it takes the fine frequency estimator just 1
frame to bring the frequency offset further to the range of 10�6; which can be well handled by
the phase tracking loop. In the next section, the carrier synchronization algorithms will be
briefly explained and their performance will be examined through computer simulations.

5. CARRIER RECOVERY ALGORITHMS AND THEIR PERFORMANCE

The top-level block diagram for overall carrier recovery is shown in Figure 9, where CSM refers
to the Carrier Synchronization Module that hosts the frequency fine tuning and phase tracking

coarse
frequency
acquisition

initial phase
estimation

PLL

frequency
fine-tune &

tracking

PLHEADER

Modulated data

PLHEADER PLHEADER
& pilots

Est. Phase

Figure 8. Flow diagram of carrier recovery.
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modules. Upon the establishment of LDPC frame synchronization, the coarse frequency
estimator gets an initial frequency offset estimation. The fine frequency estimator further refines
the estimation to achieve better accuracy. The frequency estimates obtained from both the
coarse and fine estimation are fed into a mixer in the receiver front-end, which closes the
frequency control loop.

5.1. Algorithms

Data-aided frequency estimation is addressed in References [8, 9]. For set-top box applications,
the implementation complexity is an important factor when designing the algorithms. We
propose the following simple frequency estimator that is based on the work in References
[10, 11]. It is well known that the carrier phase of a modulation-removed signal (which is a
continuous wave (CW)) has a constant slope proportional to its angular frequency offset. At
high SNR, the frequency estimator that performs linear regression on the CW phase values is
ML [12, 13]. However, like any non-linear operation, this simple algorithm has a threshold
effect: When the SNR of CW signal is below 9 dB ðEs=N0Þ; its performance starts deteriorating
very fast [9, p. 93]. Instead of doing a linear regression directly on the CW signal itself, the feed-
forward frequency estimators proposed here first increase the energy of the CW signal by either
autocorrelation over several frames or cross-correlation over a whole pilot symbol segment,
then estimate the frequency through linear regression on the energy-enhanced CW signals.

The coarse frequency estimation algorithm operates on the pilot symbols as follows.

1. In one pilot segment, which can be a 90-symbol PLHEADER or a 36-symbol pilot segment
if any, compute the autocorrelation RsðmÞ from the modulation-removed CW signal ck as
follows:

RsðmÞ ¼4
XNs�1�m

k¼0

ckþmc
n

k ð2Þ

Matched
Filter

CSM

FF Freq
Estimator

From Front
End

Wideband
Mixer

UW/Pilot

NCO

frame
sync

UW,Pilot/data

coarse
freq est. fine freq

est.

To LPDC
decoder

Figure 9. Top-level block diagram for carrier recovery.
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where s is the index of the pilot segment, m is the autocorrelation lag ranging from 1 to Lc;
a design parameter, Ns is the number of pilot symbols in the pilot segment (90 for
PLHEADER, 36 for training pilots).

2. Accumulate the autocorrelation over a number of LDPC frames

RðmÞ ¼4
X
s

RsðmÞ ð3Þ

3. Obtain the final frequency estimate from the following weighted sum

D #ff ¼
1

2pTs

XLc�1

m¼0

wmDðmÞ ð4Þ

with

wm ¼
3ðð2Lc þ 1Þ2 � ð2mþ 1Þ2Þ

ðð2Lc þ 1Þ2 � 1Þð2Lc þ 1Þ
; m ¼ 0; . . . ;Lc � 1

and

DðmÞ ¼
arg½Rð1Þ�; m ¼ 0

mod½argðRðmþ 1ÞÞ � argðRðmÞÞ; 2p�; m ¼ 1; . . . ;Lc � 1

(

where Ts is the symbol period.

Since the coarse frequency estimator is based on differential operation (i.e. the autocorrelation),
it can handle very large frequency offset (larger than 25% of symbol rate); the autocorrelation
accumulates energy over several frames, it can work at very low SNR (lower than �2 dB).

In the pilotless mode, the frequency fine tuning is no different from traditional PLL given the
residue frequency offset in the range of 10�4 symbol rate. In the pilot mode, the feed-forward
fine frequency estimator works on a frame by frame basis as follows.

1. Estimate the carrier phase from the sth pilot segment using the ML phase estimator [8]

fs ¼ arg
XNs�1

k¼0

ck

" #
ð5Þ

where s ranges from 0 to Np � 1 with Np the number of pilot segments in one frame, e.g. 15
for 8-PSK.

2. Obtain the final frequency estimate from the following weighted sum:

D #ff ¼
1

2pðNs þNdÞTs

XNp�2

s¼0

ws mod½fsþ1 � fs; 2p� ð6Þ

with

ws ¼
3ðð2Np � 1Þ2 � ð2sþ 1Þ2Þ

ðð2Np � 1Þ2 � 1Þð2Np � 1Þ
; s ¼ 0; . . . ;Np � 2

where Nd is the number of data symbols between two pilot segments, i.e. 1440 (16 slots),
and Ns is equal to 36 in DVB-S2.

Copyright # 2004 John Wiley & Sons, Ltd. Int. J. Satell. Commun. Network. 2004; 22:319–339

FRAME SYNCHRONIZATION 331



Clearly, the maximum frequency offset that the fine frequency estimator can handle should be
less than 1=ð2ðNs þNdÞTsÞ; which is equivalent to 3:3� 10�4 symbol rate for DVB-S2. It has a
feed-forward structure, thus always stable. The ML phase estimator (5) accumulates energy over
either 90 or 36 pilot symbols, which, in fact, realizes the cross-correlation between the received
symbols and pilot symbols, making the fine frequency estimator very robust to thermal noise
and phase noise. The large denominator ðNs þNdÞ in (6) results from the aggregated pilot
structure shown in Figure 7, making the frequency estimation very accurate in one frame.
Obviously, the further two pilot segments, i.e. bigger Nd ; the more accurate the frequency
estimate. On the other hand, it leads to a smaller estimation range. DVB-S2 pilot structure
represents an excellent balance in these two conflicting aspects.

After carrier frequency is acquired, the PLL based tracking loop starts operation. The phase
estimate from every aggregated pilot block is used to initialize and re-initialize the tracking loop.
This makes the tracking loop more stable and immune from the catastrophe of the traditional-
sense cycle slips.

5.2. Performance

Computer simulations were conducted to test every aspect of the carrier recovery algorithms
based on the DVB-S2 pilot structure. In the sequel, the assumed data rate is 25 Mbaud, i.e.
Ts ¼ 4� 10�8 s: The SNR refers to Es=N0 in dB.

The performance of the coarse frequency estimator can be summarized as follows.

* Capable of handling very large frequency offset (up to 25% symbol rate) at very low SNR
(less than �2 dB).

* Robust to phase noise.
* Stable due to the feed-forward structure.
* Fast acquisition. The acquisition time is solely determined by the desired estimation

accuracy and independent of frequency offset.

The coarse frequency estimator was tested for both the pilot and pilotless modes in the presence
of strong AWGN and the phase noise specified by DVB-S2. The received signal has a 5 MHz
frequency offset (20% symbol rate). Simulations show that the coarse frequency estimator is
unbiased even at �2 dB: Figure 10 shows the RMS frequency error of the coarse estimator
operating on 8-PSK frames in the pilot mode. The autocorrelation is accumulated over 10
frames. At 0 dB; the RMS error is 1:2� 10�4; at 6 dB; the RMS error is 5:9� 10�5; which
brings the residue error to less than 2:4� 10�4 with 99.999% confidence. Figure 11 shows the
RMS frequency error of the coarse estimator operating in the pilotless mode. The
autocorrelation is accumulated only on the 90-symbol PLHEADERs. At �2 dB; the RMS
error is 1:4� 10�4 over 20 frames.

The performance of the fine frequency estimator (for the pilot mode) can summarized as
follows.

* Capable of handling sudden frequency change up to 3:3� 10�4 symbol rate.
* Stable due to the feed-forward structure.
* Fast estimation. It takes only one frame to obtain very fine frequency estimate. Thus, it can

easily handle a 30 KHz=s ramp.
* Robust to both AWGN and phase noise.
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Figure 10. Performance of the coarse frequency estimation based on PLHEADER & pilot segments
(8-PSK frame structure) over 10 LDPC frames, 20% frequency offset, Lc ¼ 32:
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Figure 11. Performance of the coarse frequency estimation based on PLHEADER only (non-pilot case)
over 20 LDPC frames, 20% frequency offset, Lc ¼ 32:
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The fine frequency estimator was tested given 2� 10�4 frequency offset (normalized to the
symbol rate) with both AWGN only and the phase noise plus AWGN. Figure 12 shows the
RMS frequency error of the fine estimator for 8-PSK modulation in the pilot mode. At 0 dB; the
RMS error is 1:0� 10�6 with AWGN only; at 6 dB; the RMS error is 6:0� 10�7 with AWGN
only. In the presence of phase noise, the estimation performance is then dominated by phase
noise. The RMS error is 6:3� 10�6 at 0 dB; which is still very good.

Extensive simulations were also conducted to test the carrier phase tracking algorithm.
Table IV summarizes the performance of the carrier phase tracking algorithm with phase noise
and the SNRs that are the lowest, respectively, for the modulation schemes. The SNR of a phase
detector (PD) is defined as

SNRPD ¼4
A2

s2p
ð7Þ

0 1 2 3 4 5 6 7 8 9 10
10

-7

10
-6

10
-5

E
s
/N

0
(dB), PLHEADER+14 Pilots, ∆ f=2e-4

R
M

S
 F

re
qu

en
cy

 E
rr

or

AWGN
AWGN+Phase Noise

Figure 12. Performance of the fine frequency estimation based on one 8-PSK LDPC frame
(14 segment of pilots), 2� 10�4 frequency offset.

Table IV. Carrier phase tracking performance at 25 Mbaud with the phase noise model
specified by DVB-S2 in AWGN channel.

Mode Pilot mode Es=N0 (dB) SNRPD (dB) RMS err. (deg) Cycle-slip rate

BPSK 1/2 Pilotless �2.00 �1.10 2:72 510�8

QPSK 1/2 Pilotless 1.00 �4.82 3:27 510�8

8-PSK 2/3 Pilot 6.70 �4.30 3:15 510�8

16-APSK 3/4 Pilot 10.20 3.27 2:55 510�8
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where A is the PD gain, and s2p is the average noise power of PD. All the modes in BPSK
and QPSK do not need pilot for carrier recovery. Their RMS phase tracking errors are
2:728 ð�2 dBÞ and 3:278 ð1 dBÞ; respectively. Modes 8-PSK rate 2/3 and 16-APSK rate 3/4 do
need pilot symbols for carrier recovery. The cycle-slip rates (per LDPC frame) are all less than
10�8; which is the lowest rate verifiable via simulation.

Figures 13–15 show some phase tracking statistics of 8-PSK at 6:7 dB: Figure 13 shows the
phase detector S-curve used in 8-PSK. Figure 14 shows the complementary cumulative
distribution function (CCDF) of the ML phase estimator (5) used to initialize the phase tracking
loop for each 16-slot data segment. The RMS estimation error is 3:128 for 36 pilot symbols at
6:7 dB: The distribution of phase estimate approaches Gaussian. Clearly, the phase estimate can
bring the phase tracking loop into the tracking mode directly, which helps reduce the cycle-slip
rate. Figure 15 shows the CCDF of the phase estimate at the end of a 16-slot data segment. The
maximum phase error is around 198 (with a probability less than 2� 10�7), vis- "aa-vis 22:58; the
threshold for a cycle slip in 8-PSK. Note that all the results are with the severe phase noise.

The ultimate goal of the receiver design is not to degrade the performance of the LDPC
decoder when compared with ideal AWGN channel. Our receiver connected with the LPDC
decoder went through extensive simulations to verify the final performance. Figure 16 shows the
MPEG PER in the presence of the phase noise in AWGN channel. The perform losses for all the
modes are almost negligible. There exhibits no error floor effect. For instance, the loss for BPSK
rate 1/2 (operating in the pilotless mode around �2 dB) is 0:02 dB; the loss for QPSK rate 1/2
(operating in the pilotless mode around 1 dB) is 0:05 dB; the loss for 8-PSK rate 2/3 (operating
in the pilot mode around 6:7 dB) is 0:08 dB; the loss for 16-APSK rate 3/4 (operating in the pilot
mode around 10:2 dB) is 0:15 dB:

-25 -20 -15 -10 -5 0 5 10 15 20 25
-0.1

-0.08

-0.06

-0.04

-0.02

0

0.02

0.04

0.06

0.08

0.1

Phase Offset (degree), E
s
/N

0
=6.7B

M
ea

n 
of

 P
ha

se
 E

st
im

at
e

Phase Detector S-Curve in 8PSK

A2/σ
p
2= 4.3dB

Figure 13. Phase detector S-curve in 8-PSK at 6:7 dB; where SNRPD ¼ �4:30 dB:
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Figure 14. CCDF of the ML phase estimate (5) based on 36 pilot symbols at 6:7 dB:
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Figure 15. CCDF of the phase estimate at the end of one 16-slot data segment in
8-PSK pilot mode at 6:7 dB:

Copyright # 2004 John Wiley & Sons, Ltd. Int. J. Satell. Commun. Network. 2004; 22:319–339

F.-W. SUN, Y. JIANG AND L.-N. LEE336



6. CONCLUSIONS

In this paper, we summarized the DVB-S2 embedded structures for frame synchronization and
carrier recovery, the most difficult tasks in DVB-S2 receiver design. Algorithms exploiting these
structures to achieve rapid and robust synchronization were discussed and their performance
was presented. All the design goals of DVB-S2 have been met or exceeded. At the time of the
publication, Hughes Network System has built and demonstrated DVB-S2 system over real
satellite channel and all the performance data presented here are further validated by the system.
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